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[1] Subsurface pressure sensors were used to make measurements of surface waves
during 18 deployments in southern Lake Michigan between 1998 and 2000. Most of
the observations were made during the unstratified period (November–May) in water
depths between 10 and 55 m. The observations (as well as those obtained from the
National Data Buoy Center (NDBC) buoy 45007, which is located in the middle of the
southern basin of the lake) were compared to the results obtained from the Great Lakes
Environmental Research Laboratory (GLERL)-Donelan wave model implemented on a
2-km grid. The results show that the wave model does a good job of calculating the wave
heights, but consistently underestimates the wave periods. In over 80% of the cases
the bottom stresses calculated from both the observations and the wave model results
agree as to whether or not resuspension occurs, but over 70% of this agreement is for cases
when resuspension does not occur; both stresses predict resuspension about 6% of the
time. Since the bottom stresses calculated from the model results are usually lower than
those calculated from the observations, resuspension estimates based on the wave model
parameters are also lower than those calculated from the observed waves. INDEX TERMS:

4239 Oceanography: General: Limnology; 4558 Oceanography: Physical: Sediment transport; 4560

Oceanography: Physical: Surface waves and tides (1255); 4594 Oceanography: Physical: Instruments and

techniques; KEYWORDS: Lake Michigan, wave model, sediment resuspension by waves

Citation: Hawley, N., B. M. Lesht, and D. J. Schwab (2004), A comparison of observed and modeled surface waves in southern Lake

Michigan and the implications for models of sediment resuspension, J. Geophys. Res., 109, C10S03, doi:10.1029/2002JC001592.

1. Introduction

[2] One of the main goals of the Episodic Events Great
Lakes Experiment (EEGLE) study (a program funded jointly
by NOAA’s Coastal Ocean Program and NSF’s Coastal
Ocean Processes program) is to determine the effects of
suspended sediment on the ecosystem in southern Lake
Michigan. Accurate models of sediment movement are
required to accomplish this goal. Lake-wide numerical mod-
els of sediment resuspension and transport have recently been
developed and applied to Lake Michigan to simulate resus-
pension events over wide geographical areas, rather than only
at a few specific locations [Lou et al., 2000; Schwab et al.,
2000]. Since surface wind waves are the primary cause of
sediment resuspension in the lake [Lesht, 1989; Lick et al.,
1994], modeling of the wave activity is an important

component of these models. In the lake-wide models listed
above, the GLERL-Donelan wave model [Schwab et al.,
1984] was used to calculate the surface wave parameters.
This model has been widely used for a number of years to
hindcast wave action in both the Great Lakes and other
areas [Lin et al., 2002], but while the model is known to
accurately calculate the significant wave height and wave
direction [Liu et al., 1984; Schwab and Beletsky, 1998], it
tends to underestimate the wave periods. Since the wave
period is important in determining the depth at which
sediment suspension occurs, underestimating the period
may seriously affect the computation of sediment resus-
pension in these lake-wide models.
[3] In most previous studies of sediment resuspension in

the Great Lakes, direct measurements of surface waves have
not been made at the study site(s). This has limited the
amount of data available to calibrate the Great Lakes
Environmental Research Laboratory (GLERL)-Donelan
wave model, and has forced the investigators to either rely
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on wave hindcasts [Lesht, 1989; Lick et al., 1994; Hawley
and Lee, 1999] or to use wave observations made at other
locations [Lesht and Hawley, 1987; Hawley et al., 1996;
Hawley, 2000]. In Lake Michigan the GLERL-Donelan
wave model has been calibrated and tested using surface
wave measurements made at the two NDBC stations (45002
and 45007) located in the center of the northern and
southern basins. Since these buoys are retrieved each fall
and redeployed each spring, wave conditions during the
winter months (when many of the largest storms occur) are
not available. The only long-term measurements during the
winter months have been made by the Army Corps of
Engineers at a station near Gary, Indiana, from 1985–
1990 and more recently at a station near Chicago (1991 to
present). Although useful, these measurements are available
for only these locations and are frequently unavailable
during the winter months because of ice cover. In order to
better determine the wave heights and periods during large
storms, a field program was conducted to measure surface
wind waves simultaneously at several sites during the
unstratified season. This study reports wave observations
made at several locations located around the southern basin
of Lake Michigan, compares the wave parameters to those
calculated using the GLERL-Donelan wave model, and
discusses the implications for models of sediment resuspen-
sion in the lake. The focus is on how well the wave model
hindcasts agree with the wave observations, so an in-depth
analysis of the relationship between surface waves and local
resuspension is not included here. A list of the symbols used
is given in the notation section.

2. Sites and Methods

[4] Moorings were deployed at various times (mostly
during the fall and winter) at 18 sites in the southern basin
of Lake Michigan between 1998 and 2000 (Figure 1 and
Table 1). Moorings are identified by either a mooring
number or the name of the nearest town, the last two digits
of the year, and the season (sp for spring, su for summer, f
for fall, and w for winter). Twelve of the moorings were
deployed by GLERL and the other six by Argonne National
Laboratory (ANL). Time series measurements of current
velocity, water temperature, beam attenuation (a measure of
water transparency), and pressure were made at all of the
sites, but only the pressure measurements are discussed in
this paper.
[5] Paroscientific pressure sensors with a full-scale range

of 70 m and an accuracy of 3 mm were used to make all of
the pressure measurements. The sensors were attached to a
rigid bottom-resting tripod that also supported the data
acquisition system. Although the height of the sensors
varied from deployment to deployment, they were always
located within 1.5 m of the bottom. Differences in the data
acquisition systems required that the sampling protocol used
for the ANL moorings be different than that used for the
GLERL moorings. Pressure observations were made at 4 Hz
for 7 min every half hour at the Argonne moorings. The
average and standard deviation of the pressure observations
made during the first 2 min were computed and stored
separately to provide a baseline water depth. All of the
sensors were then sampled for another 5 min. The averages
and standard deviations of these observations were also

computed and recorded, along with the maximum and
minimum values, and the covariance between the pressure
and both components of the velocity. The average wave
period was calculated by subtracting the baseline water
depth from the pressure measurement made during the last
5 min, counting the number of zero crossings in the 5-min
sample, and then dividing 2 times the sample interval by the
number of zero crossings.
[6] Pressure observations at the GLERL moorings were

made every half hour except at M15-98su, Benton Harbor-
98w, Michigan City-98w, and Milwaukee-98w, when obser-
vations were made hourly. All of the observations, which
were made at 2 Hz for 2048 samples (except at M15-00f
and M55-00f, when observations were made at 4 Hz for
4096 samples), were recorded. The peak-energy wave
period was determined by performing a Fourier transform
on the pressure measurements after the moorings were
retrieved.
[7] The significant wave height at the depth of the pressure

sensor was computed using the relationship [Horikawa,
1988]

4*spr ¼ Hd: ð1Þ

Linear wave theory was then used to calculate the
significant wave height at the surface. If the wave period
was greater than 15 s, the wave height and wave period
were set to zero, since the limited fetch in Lake Michigan
makes it unlikely that waves with periods greater than this

Figure 1. Locations of the moorings and NDBC buoy
45007. The dots are the GLERL moorings, the pluses are
the ANL moorings, and the cross is the buoy. Some of the
stations were occupied more than once. Depth contours are
in meters.
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would occur. The surface wave parameters determined from
both sets of moorings were used as input to determine the
bottom shear stress due to wave action (t) using the method
of Li and Amos [2001]. This method uses linear wave
theory and includes the effects of grain size and bedform
geometry when calculating the bottom stress. In addition to
the surface wave parameters, this calculation requires that
both the water depth and particle size be known. For those
stations where we do not have a particle size measurement,
we have used a value of 0.35 mm.
[8] The GLERL-Donelan wave model [Schwab et al.,

1984] implemented on a 2-km grid was used to calculate the
significant wave heights and peak energy periods at hourly
intervals. Winds to drive the model at each grid point were
determined from an interpolated wind field [Beletsky and
Schwab, 2001]. The model is parametric and is based on the
conservation of momentum applied to deep water waves.
The model assumes a Joint North Sea Wave Project
(JONSWAP) distribution of wave heights as a function of
wave period and is tuned to open water conditions using the
observations from the two NDBC buoys (45002 and
45007). The method of Li and Amos [2001] was then used
to determine the bottom wave stress from the surface wave
parameters.
[9] There are several questions that should be considered

before a comparison of the observed and modeled wave
parameters is attempted: (1) How accurate are the pressure
measurements and how large are the errors introduced by
using linear wave theory to calculate the surface wave
parameters, (2) are the results from the ANL and GLERL
moorings compatible, and (3) can the results from the wave
model be directly compared to the results from the pressure
measurements? These questions are considered below.
[10] Direct measurements of the wave orbital velocity

were made during several of the deployments. When these
values were compared to the wave orbital velocity calcu-
lated from the surface wave parameters derived from the
pressure measurements [Lesht and Hawley, 2001], the
agreement was excellent (r2 > 0.9 in all cases). This
agreement confirms the accuracy of both the measurements

and the use of linear wave theory to calculate the surface
wave parameters from the pressure measurements. Differ-
ences in the ANL and GLERL methods to determine the
wave height and period at the depth of the pressure sensor
were evaluated by using the ANL method on several of the
GLERL data sets. Differences between the results were
quite minor, although the ANL method occasionally pro-
duced waves with a long period (greater than 15 s) and a
very low height (less than 1 m). Results from the ANL data
sets with these characteristics were removed prior to the
analysis.
[11] Because waves with shorter periods attenuate more

quickly with depth than do those with longer periods,
calculations of the peak-energy period based on subsurface
pressure measurements will be biased toward waves with
longer periods. This could affect the comparison to the
wave periods determined by the wave model, since those
periods are for waves at the water’s surface. To determine
how great this effect is, wave periods calculated by the wave
model were recalculated to account for the attenuation with
depth using a method suggested by W. Lin and L. P. Sanford
(personal communication, 2002). This method assumes a
JONSWAP distribution of surface wave energy at the
surface, divides the energy into 0.1-s bands between 0.1
and 15 s, uses linear wave theory to determine the energy in
each band at the depth of the pressure sensors, and then
determines the peak energy period at that depth. Figures 2a
and 2b show the significant wave heights and peak energy
wave periods calculated by the wave model during two of
the deployments, one in 56 m of water (M55-00f) and the
other in 10 m of water (BentonHarbor-98w). Both of the
data sets show a JONSWAP distribution of wave heights
and periods, since the wave model uses the JONSWAP
distribution to calculate these parameters from the wind
field. After the wave periods have been recalculated, how-
ever, the peak energy wave period at 55 m depth is between
8 and 9 s for all but a few very small waves (Figure 2c). The
effects are less dramatic in shallower water (Figure 2d), but
the recalculated wave periods have a minimum value of
about 4 s, and there are some small increases in the longer

Table 1. Mooring Parameters

Station Latitude Longitude Depth, m
Grain

Size, mm
Deployed,
mm/dd/yy

Retrieved,
mm/dd/yy

ANL Moorings
Racine-98sp 42�39.900N 87�44.890W 15.0 04/02/98 04/30/98
Milwaukee-98su 42�52.220N 87�42.380W 25.0 07/23/98 08/24/98
Milwaukee-98f 42�52.170N 87�42.410W 25.0 10/28/98 12/01/98
Benton Harbor-99sp 42�12.470N 86�27.720W 20.0 04/20/00 06/01/99
Milwaukee-00sp 43�05.650N 87�50.930W 20.2 02/28/00 05/16/00
M25-00f 43�12.240N 86�22.900W 26.5 0.20 09/13/00 10/31/00

GLERL Moorings
M15-98su 43�11.900N 86�20.030W 12.0 0.21 07/24/98 08/13/98
Benton Harbor-98w 42�08.090N 86�29.500W 10.0 0.56 10/15/98 04/01/99
Michigan City-98w 41�44.110N 86�54.440W 11.0 0.21 10/15/98 04/01/99
Milwaukee-98w 42�57.500N 87�48.790W 16.1 0.57 10/27/98 05/10/99
M15-98w 43�11.900N 86�20.030W 11.0 0.21 11/03/98 11/10/99
South Haven-99f 42�24.230N 86�19.680W 18.5 0.31 10/15/99 11/17/99
M04-00sp 41�55.580N 86�39.920W 20.8 0.30 03/03/00 05/22/00
M09-00sp 42�14.870N 86�24.740W 19.1 0.39 03/03/00 05/22/00
M11-00sp 42�17.360N 86�30.600W 40.1 0.05 03/03/00 05/22/00
M15-00sp 43�12.260N 86�21.150W 14.8 0.21 04/07/00 05/30/00
M15-00f 43�12.230N 86�21.320W 15.9 0.21 09/13/00 10/30/00
M55-00f 43�12.730N 86�28.650W 56.5 0.16 09/13/00 11/27/00

C10S03 HAWLEY ET AL.: OBSERVED AND MODELED SURFACE WAVES

3 of 11

C10S03



wave periods. The increased wave periods will result in
increased bottom stresses, but the increases are relatively
small. In shallow water the stresses calculated using the
corrected periods are essentially the same as those calculated
using the uncorrected periods (Figure 2f), and although in
deeper water the stresses computed using the corrected
periods are larger than those using the uncorrected periods
(Figure 2e), the values are quite small in both cases. In
order to be consistent, however, all of the wave model

periods were recalculated prior to comparing them to the
periods calculated from the pressure observations.

3. Results

3.1. Surface Wave Parameters

[12] Hourly observations of the significant wave height
and peak energy wave period are made at NDBC buoy
45007 (deployed in the center of the southern basin of Lake
Michigan at 42�40.20N, 87�01.20W, water depth 165 m)
each year from mid-March through early December. The
significant wave heights and peak energy wave periods
calculated from the wave spectra data measured at the buoy
in 1998–2000 are compared to the results of the wave
model in Figure 3. Maximum values of the observed and

Figure 2. Comparison of the peak energy wave periods
calculated by the wave model at two stations. (a, c, e) M55-
00f, water depth 56.5 m, 1634 observations. (b, d, f) Station
Benton Harbor-98w, water depth 10 m, 4462 observations).
The data points are shown in yellow. Data were binned at
half-meter and half-second intervals prior to constructing the
contours. The contours separate the bins with greater than or
fewer than 1%, 5%, 10%, and 25% of the total number of
observations. Figures 2a and 2b show the distribution of
surface wave peak-energy periods as a function of wave
height prior to correcting them to compensate for the
attenuation with depth. Figures 2c and 2d show the same
comparison after the correction was applied. Figures 2e
and 2f compare the bottom stress (in Pascals) calculated with
the uncorrected wave periods (y axis) and the corrected wave
periods (x axis). The data in Figures 2e and 2f were grouped
at intervals of 0.005 Pascals and 0.5 Pascals. Although the
stresses reach values of up to 0.05 Pascals in Figure 2e
and 10 Pascals in Figure 2f, over half of the data points in
Figure 2e have values less than 0.005 Pascals for both
the corrected and uncorrected stress, and over 40% of the
points in Figure 2f have values for both stresses less than
0.5 Pascals.

Figure 3. Observed and modeled surface wave parameters
from NDBC station 45007 for 1998–2000. The 16,198 data
points are in yellow. Data were binned at half-meter and half-
second intervals prior to constructing the contours. The
contours separate the bins with more or less than 1%, 5%,
10%, and 25% of the total number of observations.
(a) Observed significant wave height and peak energy wave
period. About 44% of the data points have heights less than
0.5 m. (b) Modeled significant wave height and peak energy
wave period. About 33% of the data points have wave
heights less than 0.5 m. (c) Observed and modeled wave
heights. The dashed line is the regression line listed in
Table 2. About 30% of the data points have both an observed
and modeled height less than 0.5 m. (d) Observed and
modeled wave periods. The dashed line is the regression line
listed in Table 2. There is no significant concentration of
the data points at a particular value.
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modeled wave heights and periods are about the same, but
there are several differences between the observed param-
eters and those calculated by the wave model. The most
noticeable is that the observations show considerably more
variability in the distribution of wave heights as a function
of wave period than do the model results, which are
calculated using the JONSWAP relation. One limitation of
the buoy observations is that wave periods less than 2.5 s
are reported as 0 s; these data have been removed from both
the observed and wave model results. However, there are
still many times when the wave model calculates a period
less than 2.5 s. The observations have a large concentration
of data points with wave heights less than 0.5 m (44%),
while the wave model results have wave heights less than
0.5 m only 33% of the time and show a concentration of
heights between 0.5 and 1.0 m. In spite of these differences,
a linear regression of the observed and modeled heights
shows that the model calculates the heights quite well
(Table 2), but the agreement is not as good for the periods.
In most cases the model calculates a wave period smaller
than that observed, but in some cases the reverse is true. The
observed periods are not always small during these instan-
ces, so the differences are not always due to the failure of
the buoy to record small waves. Table 2 shows that the
comparisons presented here are quite similar to the results
from the two data sets presented by Schwab et al. [1984].
[13] The accuracy of the buoy observations should be

considered when comparing the wave model parameters to
the observed ones. If one sets upper and lower error bounds
around Ho and Po equal to the accuracy of the measurements
(0.2 m and 0.01 s�1), then one can determine what per-
centage of the wave model parameters (Hm and Pm) fall
within those bounds. These results (Table 3) show that Hm

falls within the error bounds approximately 70% of the
time, with the remainder of the observations distributed
about 2:1 between occurrences where Hm exceeds Hub and
occurrences where Hm is less than Hlb. The average differ-
ence between Ho and Hm is less than 0.5 m in all cases. The
differences between Po and Pm are much more pronounced.
Pm is less than Plb about 70% of the time, with an average
difference of over 1 s. Only about 15% of the model periods
fall within the error bounds, while the other 15% exceed
Pub. Instances when both model parameters fall within the

error bounds occur only a small percentage of the time
(10%).
[14] Most of the pressure measurements were made

between October and April, but many of the buoy obser-
vations were made between May and September. To deter-
mine whether or not the summer observations (when the
waves are smaller) biased the results, all of the buoy
observations made during May–September were removed
and the analysis redone. The results are slightly different
(Table 3), but the general pattern is the same as that
obtained for all of the observations. The wave model does
a slightly better job of predicting the periods if the summer
observations are removed, but the difference is not great.
[15] The wave parameters determined from the pressure

observations and the corresponding wave model results are
shown in Figure 4. These observations show some waves
considerably larger than those observed at the buoy; wave
heights ranged up to 8 m and wave periods to 15 s. The
observations also show an even broader range of wave

Table 2. Comparison of Observed and Modeled Wave Heights and Periodsa

Buoy 45005 GLERL Tower Buoy 45007
Pressure Data,

All Observations
Pressure Data,

Non-Zero Observations

Number of observations 1423 890 16,198 30,126 14,248
Height range 0–2.5 m 0–3 m 0–6 m 0–8 m 0–8 m
Intercept 0.03 m �0.002 m 0.13 m 0.40 m 0.25 m
Slope of line 0.68 0.99 0.88 0.64 0.71
R2 0.77 0.86 0.88 0.63 0.69
Period range 1–6.5 s 2–7 s 2–10 s 0–15 s 0–15s
Intercept 0.52 s 0.09 s 0.47 s 4.91 s 1.94 s
Slope of line 0.69 0.77 0.72 0.04 0.50
R2 0.52 0.66 0.46 0.01 0.40
Stress range 0–10 Pascals 0–15 Pascals 0–15 Pascals
Intercept �0.11 0.86 0.47
Slope of line 0.70 0.74 0.75
R2 0.71 0.69 0.63

aThe coefficients and fit of a linear regression of the modeled and observed parameters are given for the significant wave height,
peak-energy wave period, and bottom shear stress. The first two columns are the results of Schwab et al. [1984]; stress calculations were
not done for these data sets. The last two columns are the results from the pressure observations with and without the observations when
no wave motion was observed by the pressure sensor.

Table 3. Comparison of the Surface Wave Parameters From the

Buoy Observations to Those From the Wave Modela

N45007
Data

N45007
Non-Summer

Pressure
Stations

Number of observations 16,198 7244 14,248
Hm > Hub 18.7% 22.3% 26.4%
Hm-Ho 0.3 m 0.3 m 0.5 m
Hlb <= Hm <= Hub 70.5% 65.4% 39.4%
Hm-Ho 0.0 m 0.0 m 0.0 m
Hm < Hlb 10.8% 12.3% 34.2%
Hm-Ho �0.4 m �0.4 m �0.6 m
Pm > Pub 14.2% 17.0% 4.4%
Pm-Po 0.5 s 0.5 s 0.6 s
Plb <= Pm <= Pub 15.6% 20.0% 15.6%
Pm-Po 0.0 s 0.0 s �0.1 s
Pm < Plb 70.1% 63.0% 80.0%
Pm-Po �1.2 s �1.2 s �1.5 s
Hlb <= Hm <= Hub

and Plb <= Pm <= Pub

10.6% 13.5% 5.8%

Hm-Ho 0.1 m 0.1 m 0.0 m
Pm-Po 0.0 s 0.0 s �0.1 s

aNon-summer data means that the observations from May–September
were excluded. The percentages are the occurrences of the criterion given in
the left-hand column. Mean differences between the modeled and observed
parameters are also given.
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heights at a given period than do the buoy observations.
However, in over 50% of the observations, no wave
motion was observed, so both Ho and Po are equal to zero.
The results from the wave model (Figure 4b) deviate from the
JONSWAP distribution shown in Figure 3b because of the
recalculation of the wave periods to account for
the attenuation of the shorter waves with depth. Thus both
the observed and modeled wave periods in Figure 4 are the
peak energy wave period at the depth of the sensor, not the
peak energy wave period at the surface.
[16] The heights from the wave model agree fairly well

with the observations (Table 2, although not as well as for
the buoy observations), but the wave model periods are
consistently lower than those observed. The poor results of

the linear regression between the observed and modeled
periods is due in large part to the large number of observa-
tions (over 50%) when no waves were observed by the
pressure sensors but for which the wave model calculated a
non-zero wave period. These occurrences are also included
in the comparison of the heights, but because the modeled
heights are close to zero, they are not as noticeable. If these
observations are removed, then the regression for the wave
periods gives a more realistic value for the modeled wave
period although the fit is still not very good. This is the
regression line shown in Figure 4d.
[17] Although the accuracy of the pressure measurements

is 3 mm, it is difficult to determine what the errors are for
the wave parameters calculated from these measurements.
For consistency, the upper and lower bounds for the surface
wave parameters were calculated using the same values as
for the buoy observations. The value of 0.01 s�1 for the
wave frequency is greater than the resolution of the Fourier
transform for all but the longest wave periods. The results
show (Table 3; note that the observations where the ob-
served wave period equals zero have been removed since
upper and lower bounds cannot be calculated) that the
percentage of model wave heights that fall between
the upper and lower bounds is about 25% less than the
percentage for the buoy observations, while the percentage
less than the lower bound increases by about the same
amount. An even higher percentage (80%) of the modeled
wave periods are less than the lower bound of the observed
periods, while only 4% exceed the upper bound. The mean
differences between the wave parameters derived from the
wave model and those calculated from the observations are
also slightly larger than the differences based on the buoy
observations, and in less than 6% of the observations do
both Hm and Pm fall within the error bounds. Thus the
agreement between the observed and modeled wave param-
eters based on the pressure data is much poorer than for the
surface observations.

3.2. Bottom Stress

[18] To determine what effect the differences between the
observed and modeled wave parameters have on sediment
resuspension, it is necessary to calculate the stress exerted
by the waves on the lake floor. The stresses calculated from
the observations (to) and from the wave model results at the
buoy (tm) were calculated for a range of depths (10–50 m)
and grain sizes (0.1–0.5 mm). The results for a depth of
20 m and a grain size of 0.35 mm (these are the average
depth and particle size for all of the pressure observations)
are shown in Figure 5a. Although there is some correlation
between tm and to, the scatter is considerable. For particles
this size the method of Li and Amos [2001] gives a critical
stress for resuspension of 1.36 Pascals (tb; the stress
required for bed load movement is 0.24 Pascals), so in
many cases, both estimates of the stress predict resuspen-
sion even though the actual values may differ considerably.
Table 4 compares the frequencies with which no movement,
bed load, and resuspension are predicted by to and tm. The
results show that 84.5% of the time tm and to agree as to
whether no transport, bed load transport, or resuspension
will occur. The two stresses both predict that resuspension
will occur 5.9% of the time, but there are just as many
instances in which only one of the two stresses predict

Figure 4. Observed and modeled wave parameters from
the pressure observations. The 30,126 data points are in
yellow. Data were binned at half-meter and half-second
intervals prior to constructing the contours. The contours
separate the bins with more or less than 1%, 5%, 10%, and
25% of the total number of observations. (a) Observed
significant wave height and peak energy wave period. No
wave motion was observed in over half of the observations.
(b) Modeled significant wave height and peak energy wave
period. Over 35% of the data points have a wave height less
than 0.5 m. (c) Observed and modeled wave heights. The
dashed line is the regression line listed in Table 2. Over 75%
of the data points have both observed and modeled heights
less than 0.5 m. (d) Observed and modeled wave periods.
Over half of the data points have Po equal to zero. The
dashed line is the regression line using only the data when
Po is greater than zero (14,248 observations).
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resuspension; in these cases the average difference between
the two stresses can increase to over 1.7 Pascals (as
compared to an average difference of 0.5 Pascals when
both stresses predict resuspension).

[19] The frequencies in Table 4 can be used to construct a
skill score [Panofsky and Brier, 1968] to determine how
well the predictions of transport using tm agree with the
predictions using to. Lesht [1989] used this technique to
quantify predictions of sediment transport on the Indiana
shoals. The resulting skill score (0.55) is significantly
different from zero at the 95% confidence level (based on
a c2 distribution with 4 degrees of freedom), so the results
using tm are significantly better than chance at predicting
the type of transport. A contingency table for the buoy data
with the summer months removed gives similar results (skill
score of 0.62). Comparisons of to and tm calculated using
other depths and particle sizes also give similar skill scores,
although of course the occurrence of resuspension events
increases with both decreasing depth and decreasing particle
size.
[20] A comparison of the stresses calculated from the

pressure measurements to those calculated from the wave
model results (Figure 5b) shows even more scatter than for
the buoy data. Table 5 shows the contingency table for these
stresses. The two stresses agree 75.2% of the time as to
whether no transport, bed load transport, or suspension will
occur, but most of the agreement occurs when both stresses
predict no movement. The average difference between to
and tm when both predict suspension is 0.4 Pascals, but this
difference increases to 0.9 Pascals if only to predicts
suspension and to over 0.8 Pascals if only tm predicts
suspension. The skill score for the data in Table 3 is 0.55,
so tm does a significantly better job of predicting the mode
of transport than would be obtained by chance. Skill scores
determined for each of the individual moorings ranged
between 0 and 0.72, but in most cases at least one of the
entries in the contingency table was zero. Since this invali-
dates one of the conditions required for use of the c2

distribution as a test for goodness of fit, the significance
of the scores for the individual deployments cannot be
evaluated. As should be expected, the frequency with which
resuspension is predicted is higher when the pressure
observations are used (since the buoy observations include
the summer data), but in both cases the wave model does an
excellent job of predicting the correct type of particle
movement.

4. Discussion

4.1. Surface Wave Parameters

[21] The agreement between the modeled wave param-
eters and the buoy observations (Table 2) is consistent with
the results presented by Schwab et al. [1984] even though

Figure 5. Bottom stresses (in Pascals) calculated from the
observations and from the wave model results at (a, c) buoy
45007 (16,128 observations) and (b, d) the 18 pressure
moorings (30,126 observations). The data points are shown
in yellow. Data were grouped at intervals of 0.5 Pascals
prior to drawing the contours. The contours separate the
bins that greater than or fewer than 1%, 5%, 10%, and 25%
of the total number of observations. Figures 5c and 5d show
the details of the observations in the lower left corner of
Figures 5a and 5c. The dashed lines are the linear
regressions with to as the independent variable and tm as
the dependent variable. In Figures 5a and 5c, over 75% of
the data points have values less than 0.5 Pascals for both to
and tm. In Figures 5b and 5d, about 25% of the data points
have values less than 0.5 Pascals for both to and tm.

Table 4. Bottom Stresses in Pascals Computed From Buoy 45007 Observations (to) and From Wave Model

Parameters (tm)
a

Model Stresses

Observed Stresses

Totalto >= tr tr > to >= tb tb > to
tm >= tr 946, 5.9%

to � tm = 0.59
143, 0.9%

to � tm = �0.85
19, 0.1%

to � tm = �1.74
1108

tr > tm >= tb 636, 3.9%
to � tm = 1.40

942, 5.8%
to � tm = 0.16

423, 2.6%
to � tm = �0.44

2001

tb > tm 165, 1.0%
to � tm = 1.72

1397, 8.6%
to � tm = 0.56

11969,73.7%
to � tm = 0.09

13089

Total 1747 2482 11969 16198
aComputations were done for a water depth of 20 m and a particle size of 0.35 mm. The number of observations, the

percentage of the total observations, and the mean difference between the two stress estimates are given in each cell.
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the data set presented here is considerably larger and
includes waves with much greater heights and longer
periods. This indicates that Schwab et al.’s results are robust
and that the wave model can be used with some confidence
to predict surface wave parameters, in particular the signif-
icant wave height. However, it is important to realize that
the wave model was tuned to fit the data from the buoy, so
the results presented here are the best possible model
results. The agreement between the wave parameters de-
rived from the pressure measurements and the wave model
parameters is not as good. Since the pressure measurements
are the more appropriate data to use when considering how
well the wave model will predict bottom resuspension,
comparisons of the model results to surface measurements
may present too optimistic an assessment of the wave
model’s ability to predict resuspension events.
[22] Although the wave model does not do a particularly

good job of predicting the wave periods, other models will
probably do no better. Lin et al. [1997] compared the results
from five different wave models to observations made in the
Chesapeake Bay and found that the GLERL-Donelan wave
model did at least as well as the other models. There are
several possible reasons for the failure of the model to
accurately predict the wave periods: The deep water formu-
lation of the model may be inapplicable to the observations
(the non-zero pressure observations are by definition made in
intermediate or shallow water), the JONSWAP relation may
not accurately describe the waves in the lake, the propagation
of waves with time from the area where they are generated
may be wrong, or the over-lake wind field (which is derived
from interpolation of the wind field measured at various point
around the lake) may not be accurate enough. It may also be
(as suggested by Liu et al. [2002]) that the characterization of
the wave field by an energy spectrum may not be an adequate
description of the wave characteristics. Given the accuracy of
the model in predicting the wave heights, it seems unlikely
that the JONSWAP formulation is seriously in error or that
shallow water effects are significant, but the relative contri-
butions of the other possible errors are difficult to quantify. It
may be that local variations in wind conditions are the single
most important source of error, but without over-lake wind
measurements at numerous sites, it is impossible to assess its
importance.

4.2. Bottom Stress

[23] The agreement between to and tm in predicting the
type of transport is somewhat surprising given the disparity
between the estimates of to and tm (Figure 5). Part of the
agreement is because both bed load and suspension can

occur over a wide range of stresses. The critical stresses
required for bed load movement and for suspension are both
functions of the particle size (Figure 6), but the critical
stress required for bed load movement increases only
slightly as the particle size increases and does not exceed
0.5 Pascals for the range of particle sizes found at the
moorings. Since the critical stress required for suspension
increases much more rapidly with particle size, bed load
will occur over a wider range of stresses for larger particles
than for smaller ones. Since suspension will occur whenever
the stress exceeds the critical value, suspension can also
occur over a wide range of stresses regardless of particle
size. This does not, however, explain the good agreement
between to and tm in predicting no movement, which

Table 5. Bottom Stresses in Pascals Computed From All of the Pressure Observations (to) and From Wave Model

Parameters (tm)
a

Model Stresses

Observed Stresses

Totalto >= tr tr > to >= tb tb > to
tm > = tr 4425,14.7%

to � tm = 0.67
558, 1.9%

to � tm = �1.58
780, 2.6%

to � tm = �0.93
5763

tr > tm >= tb 1092, 3.6%
to � tm = 1.91

3012,10.0%
to � tm = 0.26

1989, 6.6%
to � tm = �0.47

6093

tb > tm 1098, 3.6%
to � tm = 1.51

1967, 6.5%
to � tm = 0.70

15205,50.5%
to � tm = �0.04

18270

Total 6615 5537 17974 30126
aWater depths and particle sizes for the different moorings are given in Table 1. The number of observations, the percentage of the

total observations, and the mean difference between the two stress estimates are given in each cell.

Figure 6. Critical stress (in Pascals) required for bed load
movement (solid line) and sediment resuspension (dashed
line) as a function of particle size (diameter in millimeters)
calculated using the method of Li and Amos [2001].
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accounts for over 50% of the observations. This agreement
appears to be due partly to the wave climate of the lake, in
which there are extended periods when only small or no
waves exist, and partly to the model’s ability to accurately
calculate the parameters for these smaller waves. In only
2.7% of the data does tm predict movement when none is
predicted by to, while in another 9.6% of the data, tm fails
to predict movement when to does (Table 5).

4.3. Prediction of Resuspension Rate

[24] Although the agreement between to and tm in
predicting the type of transport is quite good, there are
often substantial differences in the actual values of the two
stresses (Table 5). These differences may be important when
trying to calculate the rate of suspension of the bed material.
One commonly used model of the rate of suspension is a
power law formula (see Sanford and Maa [2001] for an
extensive discussion of erosion formulas),

E ¼ M t� trð Þn: ð2Þ

The form of equation (2) makes the amount of resuspended
material linearly dependent on the excess stress (t� tr) when
n equals 1 (n is usually between 1 and 5). In theory, errors in t
can be partially compensated for by adjusting the value of M,
but this works only in an average sense unless the difference
between the two is relatively constant over time. If n is not
equal to 1, then the dependence becomes nonlinear, and it is
much more difficult to compensate for errors in tb.
[25] A detailed analysis of all of the data collected is

beyond the scope of this investigation, but examination of
the time series of the bottom stresses shows that the differ-
ences between to and tm are certainly not constant over time.
This is shown in the values given in Table 5, which show that
the differences between to and tm when both are less than tr
are considerably less (0.04–0.70 Pascals) than when at least
one of them is greater than tr (0.67–1.91 Pascals). Figure 7
shows the wave parameters calculated from the pressure
measurements and by the wave model for a segment of the
data recorded at Michigan City during the fall of 1998. The
agreement between the wave heights is quite good, but there
are numerous instances when Pm is considerably less than Po.
The figure also shows that there are a large number of times
when nowaves were recorded by the pressure sensor, and that
most of the occurrences when the bottom stress exceeds tr
occur during distinct events separated by times when the
stress is low. During these events the stress first increases
quickly then decays more slowly as the storm wanes. The
most frequently observed pattern in these cases is that the
maximum to exceeds the maximum tm and that the differ-
ence between the two then decreases with time. However, in
some cases, tm exceeds to (for instance, on day 315). The
periods at the end of the storms account for the bulk of the
occurrences when either to or tm, but not both, exceed tr, but
there are some instances (not shown) when either the wave
model falsely predicts a resuspension event or the wave
model completely misses an event recorded by the pressure
sensors.
[26] The variability in the difference between to and tm

(Figure 7d) makes it extremely difficult to correct for errors
in tm by adjusting the value of tr (or M) in equation (2). The
mean difference for the data shown in Figure 7, for example,

is 0.72 Pascals, but adding this to tm would not increase the
values sufficiently during times when tm is high, but would
increase them enough to falsely indicate resuspension during
intervals when to does not. The variability in the difference
between to and tm is reflected in the standard deviation of
the difference between to and tm (1.17 Pascals for all of the
observations in Table 5), which is considerably higher than
the mean difference (0.19 Pascals). This difference is in part
due to the variation in depth and grain size at the different
stations, but even at a single station the standard deviation of
the difference is greater than the mean difference.

4.4. Comparison to Other Sources of Error in
Resuspension Models

[27] Given the possible errors in predicting resuspension
rates based on results from the wave model, and the
difficulty in compensating for these errors, it is important
to examine how important these errors are compared to other
errors in resuspension models. Two different cases can be
considered. The first is when results are desired at only a few
specific sites, and the second is when the results over a wide
area are needed. In both cases an accurate determination of
the stress required to suspend the bottom material is needed,

Figure 7. Data from Michigan City during the fall of
1998. (a) Observed (black line) and model (red line)
significant wave heights (m), (b) observed (black line) and
model (red line) peak energy wave periods, and (c) bottom
stress (Pascals) calculated from the observations (black line)
and from the wave model results (red line). The dashed blue
line is the stress required for resuspension at this location.
(d) The difference between the stress calculated from the
observations and that calculated from the model.
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but the value of this stress depends upon the properties of the
sediment as well as on the water depth and the size of the
waves. For noncohesive material (particles larger than about
60 mm) the particle size and density are generally considered
to be sufficient to predict the stress required for resuspen-
sion, but for cohesive sediments, other factors, including
chemical and mineralogic composition, depositional history,
and the extent of biological reworking also need to be
considered. If only a few sites are involved, then it may be
possible to specify both the water depth and the bed
properties with some degree of accuracy based on actual
measurements, so the value of tr (and the particle settling
velocity, which is also dependent upon particle size) can be
determined independently of the time series measurements.
This should constrain the possible values of the other
variables in the model and allow the effects of using the
wave model to be identified. In an exploratory analysis,
Lesht and Hawley [2001] applied a simple resuspension
model to the data collected at station M2500f, and found that
the major features of the turbidity record could be simulated
using either to or tm as the forcing function. However, they
did not include the actual particle size in their analysis, nor
did they investigate in any detail the differences in the results
using the two sets of stress estimates. Further analysis of the
data sets presented here (in conjunction with time series
measurements of turbidity and current velocity) should allow
the possible errors introduced by using the wave model
results to be better characterized.
[28] In the second case, neither the water depth nor the

bed properties are likely to be particularly well specified.
The lake-wide circulation model for Lake Michigan, for
instance, has been implemented on a 2-km grid [Schwab et
al., 2000], so a single depth has to be assigned to each grid
cell, even though the depth within a cell may vary by 10 or
more meters. Although the stress required for resuspension
is very dependent upon the properties of the sediment, for
the vast majority of the over 14,000 grid boxes in the 2-km
Lake Michigan model, little sediment information is avail-
able. This means that an estimate of the sediment properties
must be extrapolated from the relatively few measurements
that are available, so in most cases an estimate of the stress
required to erode the material is little more than guesswork.
This may not be too important in the deeper areas of the
lake (where resuspension is unlikely and the particles can be
safely considered to be fine-grained material), but in the
areas where resuspension is likely to occur (in water depths
up to 50–80 m), a knowledge of the sediment properties is
critical. Unfortunately there are few systematic studies of
bottom properties in Lake Michigan. The most comprehen-
sive is that reported by Cahill [1981], but even in this
survey, there are relatively few measurements made com-
pared to the number of grid boxes (Cahill’s samples were
collected on a 12-km grid). Given the assumptions that must
be made about bed properties and water depth, it seems
likely that the errors introduced by using the wave model
results are relatively small.

5. Conclusions

[29] Time series measurements of subsurface wave action
were made at 18 different locations in southern Lake
Michigan (mostly between October and May) between

1998 and 2000. The surface wave parameters derived from
these measurements differ considerably from the wave
parameters calculated by the GLERL-Donelan wave model.
The agreement between the wave parameters determined
from surface measurements and those calculated by the wave
model are somewhat better, and are similar to results pub-
lished previously. This study confirms previous work that
shows that although the wave model accurately predicts the
wave height, it frequently underpredicts the wave period.
[30] The bottom stresses calculated from the wave model

results are usually less than those derived from the pressure
observations, and there is considerable scatter in the results.
However, in over 80% of the cases, the two estimates agree
as to whether or not resuspension or bed load movement
will occur. The majority of this agreement, however, (over
70%) occurs when both estimates predict no motion. Both
estimates predict resuspension in about 6% of the cases.
[31] Since the estimates of the bottom stress calculated

from the model results are usually lower than those calcu-
lated from the observations, estimates of the rate of sedi-
ment suspension will also be low, since the rate of
suspension is dependent upon the excess stress (the amount
the bottom stress exceeds that required for suspension). The
difference between the observed and modeled stresses
varies considerably with time, which makes it difficult to
correct for the errors introduced by using the wave model.
However, given the lack of knowledge of the distribution of
properties in Lake Michigan, the errors introduced by using
the wave model are likely to be relatively small when
modeling large-scale phenomena. When site-specific results
are desired the errors may be more important, but further
analysis is required before the importance of these errors
can be quantified.

Notation

E rate of erosion, g/m2/s.
Hd significant wave height at depth d, m.
Ho significant wave height based on the observations, m.
Hm significant wave height based on the wave model

results, m.
Hlb lower bound of Ho, m.
Hub upper bound of Ho, m.
M an empirical constant, s/m.
N an empirical constant, no units.
Po peak energy wave period based on the observations, s.
Pm peak energy wave period based on the wave model

results, s.
Plb lower bound of Po, s.
Pub upper bound of Po, s.
Spr standard deviation of pressure, mm.
t bottom stress, Pascals.
to bottom stress derived from the observations, Pascals.
tm bottom stress derived from the wave model results,

Pascals.
tb bottom stress required for bed load movement,

Pascals.
tr bottom stress required for resuspension, Pascals.
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